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ABSTRACT

This thesis addresses the problem of estimating a random process from two observed signals sampled at different rates. The case where the low-rate observation has a higher signal-to-noise ratio than the high-rate observation is addressed. Both adaptive and non-adaptive filtering techniques are explored. For the non-adaptive case, a multirate version of the Wiener–Hopf optimal filter is used for estimation. Three forms of the filter are described. It is shown that using both observations with this filter achieves a lower mean-squared error than using either sequence alone. Furthermore, the amount of training data to solve for the filter weights is comparable to that needed when using either sequence alone. For the adaptive case, a multirate version of the LMS adaptive algorithm is developed. Both narrowband and broadband interference are removed using the algorithm in an adaptive noise cancellation scheme. The ability to remove interference at the high rate using observations taken at the low rate without the high-rate observations is demonstrated.
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EXECUTIVE SUMMARY

This thesis addresses the problem of estimating a random process using two observation sequences; one sequence is sampled at a lower rate than that of the estimated process. This has potential military applications in the areas of satellite–based remote sensing, network–based sensor suites, and various other multirate signal and image processing applications.

Two new multirate filtering algorithms are described. The first multirate filtering algorithm is based on the Wiener–Hopf least squares optimal filtering equations. Results show that using both observation sequences with this filter provides a lower mean–squared error than when using a classic Wiener–Hopf filter with either the high–rate or low–rate observations alone. Additionally, the amount of training data needed to estimate the filter weights proved to be comparable to that needed when using either data sequence alone. The second multirate algorithm is adaptive and based on the least mean square (LMS) algorithm of Widrow and Hoff. Results are presented in terms of an adaptive noise cancellation scenario. The ability to remove both narrowband and broadband interference from a signal at the high rate using low–rate observations alone is demonstrated.
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I. INTRODUCTION

Multirate signal processing has become an important area of digital signal processing since there are few standards that govern the rate at which data is collected and sampled. Multirate signal processing is a rich field for research, encompassing everything from deterministic operations like sampling rate conversion to statistical treatments using multiple observations. Some applications include sampling rate conversion for oversampling subsystems for CD or DAT players [1], and subband coding of speech in digital communications systems [2]. Some statistical research involves wavelets for modulating signals to be transmitted over channels with unknown characteristics [3].

This thesis describes research which is part of an overall project to investigate methods of combining information taken from sensors with different sampling rates. Specifically, this thesis addresses the situation where an underlying continuous–time signal is measured by multiple sensors, each with a different sampling rate, and a different signal–to–noise ratio.

The basis for this research was established previously [4]. The purpose of this work was to 1) investigate and validate the previous theoretical work with simulation results; 2) extend the methods using a least squares approach, and 3) extend the methods to adaptive filtering.

The organization of this thesis is depicted in Figure 1. The thesis consists of four chapters and an appendix. Chapter I introduces the topic and provides a description of the filtering problem. Chapters II and III address related but separate problems. Chapter II develops a multirate form of the Wiener–Hopf equation for optimal filtering using least squares methods and presents results using this filter. Chapter III describes an adaptive multirate filter and shows results in the context of an adaptive noise cancellation algorithm. Chapter IV presents conclusions and recommendations for future studies. The Appendix provides details about the various test data used in this work.
Figure 1. Thesis Outline Flow Diagram.
II. THE MULTIRATE WIENER FILTER

This chapter discusses three (non–adaptive) forms of the optimal multirate filter. Quantitative results comparing the single–rate and multirate Wiener filters are given. The amount of training data required to estimate the filter coefficients is addressed. In particular, the results of experiments using various lengths of training data are presented.

A. PROBLEM DESCRIPTION

The problem to be considered here is as follows. Given sensor data sampled at different rates and with different signal–to–noise ratios (SNR), optimally combine the data to form an estimate of the original signal. The system–level diagram for the case of two sensors is depicted in Figure 2.

![Diagram](image-url)

Figure 2. Overview of Estimation Process.

An underlying continuous–time signal \( d(t) \) is monitored by two sensors which produce noisy observation sequences. The noise sequences are represented by \( \eta_s[n] \) and \( \eta_y[m] \) and are assumed to be additive. Different discrete time indices \( n \) and \( m \) are
used to indicate the different sampling rates. One sensor operates at a sampling rate of $R$ kHz while the other samples at $R/K$ kHz; the faster sampling rate is thus an integer multiple of the slower one. The factor $K$ is the ratio between the two sensor data rates. Both data sequences are fed into a multirate filter where they are used to jointly produce an optimal estimate $\hat{d}[n]$ of the original signal $d(t)$. The estimate is needed or desired to be computed at the higher rate. Table 1 lists the notation used throughout this thesis.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x[n]$</td>
<td>The data sequence which is sampled at the higher rate.</td>
</tr>
<tr>
<td>$y[m]$</td>
<td>The data sequence which is sampled at the lower rate.</td>
</tr>
<tr>
<td>$d[n]$</td>
<td>The desired signal to be estimated.</td>
</tr>
<tr>
<td>$\hat{d}[n]$</td>
<td>The estimate of the underlying signal $d[n]$.</td>
</tr>
<tr>
<td>$P$</td>
<td>The order of the filter that operates on the high-rate data $x[n]$.</td>
</tr>
<tr>
<td>$Q$</td>
<td>The order of the filter that operates on the low-rate data $y[m]$.</td>
</tr>
<tr>
<td>$K$</td>
<td>The ratio between the high and low sampling rates.</td>
</tr>
<tr>
<td>$\text{SNR}_{\text{high}}$</td>
<td>The signal–to–noise ratio of the high–rate data sequence $x[n]$.</td>
</tr>
<tr>
<td>$\text{SNR}_{\text{low}}$</td>
<td>The signal–to–noise ratio of the low–rate data sequence $y[m]$.</td>
</tr>
<tr>
<td>$N$</td>
<td>The length of the high–rate data sequence $x[n]$.</td>
</tr>
<tr>
<td>$M$</td>
<td>The length of the low–rate data sequence $y[m]$.</td>
</tr>
<tr>
<td>$\ell_{\text{s}}$</td>
<td>Notation denoting the least squares solution to the equation.</td>
</tr>
<tr>
<td>$n$</td>
<td>The discrete time index of the high–rate data sequence.</td>
</tr>
<tr>
<td>$m$</td>
<td>The discrete time index of the low–rate data sequence.</td>
</tr>
<tr>
<td>$E{\bullet}$</td>
<td>The expected value of the expression inside the braces.</td>
</tr>
<tr>
<td>$\text{MSE}$</td>
<td>The mean–squared error between the desired signal and estimate.</td>
</tr>
</tbody>
</table>

Table 1. List of Notation.
B. THREE FORMS OF THE FILTER

Three possible forms of the filter were considered in this thesis. These are discussed separately below.

1. Direct Form

The direct form is the simplest and the most basic form of the filter; hence the name. Figure 3 illustrates the structure of this form of the optimal multirate filter.

Figure 3. Direct Form of the Multirate Wiener Filter.

The two noisy sensor observation sequences \( x[n] \) and \( y[m] \) are simultaneously fed into separate time–varying linear filters. The filter \( h_k[n] \) operates at the sampling rate of \( x[n] \) while \( g_k[m] \) operates at the sampling rate of \( y[m] \). The two outputs are summed to produce the estimate \( \hat{d}[n] \). The filters are to be chosen to minimize the mean–squared error (MSE) defined as

\[
E\left\{ (d[n] - \hat{d}[n])^2 \right\}.
\]

The simultaneous processing of data by these two filters leads to a periodic time dependency in the filter parameters. This is illustrated in Figure 4 and can be explained as follows.
<table>
<thead>
<tr>
<th>Step</th>
<th>Filter Position</th>
<th>Illustration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High–rate</td>
<td>Low–rate</td>
</tr>
<tr>
<td>0</td>
<td>$n_0$</td>
<td>$m_0$</td>
</tr>
<tr>
<td>1</td>
<td>$n_0 + 1$</td>
<td>$m_0$</td>
</tr>
<tr>
<td>2</td>
<td>$n_0 + 2$</td>
<td>$m_0$</td>
</tr>
<tr>
<td>3</td>
<td>$n_0 + 3$</td>
<td>$m_0 + 1$</td>
</tr>
</tbody>
</table>

Figure 4. Internal Operation of Multirate Wiener Filter.

Recall that the time index of the high–rate filter is $n$ while the time index of the low–rate filter is $m$. The estimate $\hat{d}$ is to be produced at the high (full) rate. For the case illustrated in Figure 4, the order of the high–rate filter $P$ is 4, the order of the low–rate filter $Q$ is 2, and the ratio of sampling rates $K$ is 3. The filters $h_k[n]$ and $g_k[m]$ are positioned at the corresponding starting points $n_0$ and $m_0$ in their respective data sequences. The estimate $\hat{d}[n_0]$ is obtained with the filters in these positions. This is step zero in Figure 4. At step one, $\hat{d}[n_0 + 1]$ (i.e., the estimate for the following point of the high–rate data sequence) is found by sliding the high–rate filter $h_k[n]$ forward by one point while the low–rate filter remains in place. This is repeated for the estimate $\hat{d}[n_0 + 2]$, shown in step two in Figure 4. Finally at step three, the estimate $\hat{d}[n_0 + 3]$ is found by sliding both filters forward by one point in their respective sequences. Note that
at this step the filters are now in the same relative positions as the initial step and the process can be repeated. This continues for the entire length of the available data sequences. This pattern for processing the data is what causes the optimal filters to be linear periodically time–varying (LPTV). In general, the filters have \( K \) unique positions relative to each other. Each unique position contains a different set of data points and requires unique sets of filter coefficients for the estimate; hence \((P + Q)K\) filter parameters are needed to specify this filter.

\[ a. \quad \textbf{Derivation of Estimate} \]

The estimate of the desired signal can be written as:

\[
\hat{d}(n) = \sum_{i=0}^{P-1} h_{i} x[n - i] + \sum_{j=0}^{Q-1} g_{j} y[m - j].
\]

The time sample \( n \) can be written as

\[ n = Km + k; \quad k \equiv n({\text{mod}} \ K). \]

The subscript \( k \) on the filter weights is to indicate that the filters are periodically time–varying with period \( K \). If the filter weights used at the \( K^{th} \) step are written as

\[ h_{k} = [h_{k}[0] \quad h_{k}[1] \quad \cdots \quad h_{k}[P-1]]^{T}, \]

and

\[ g_{k} = [g_{k}[0] \quad g_{k}[1] \quad \cdots \quad g_{k}[Q-1]]^{T} \]

while the observation vectors are defined as

\[ x[n] = [x[n] \quad x[n-1] \quad \cdots \quad x[n-(P-1)]]^{T} \]

and

\[ y[m] = [y[m] \quad y[m-1] \quad \cdots \quad y[m-(Q-1)]]^{T}. \]

Then (1) can be written as
\[ \hat{d}[n] = h_k^T x[n] + g_k^T y[m]; \quad k \equiv n \pmod{K}. \]  

\textbf{b. Least Squares Formulation}

Least squares methods offer a convenient and data–dependent way to solve for the filter parameters. In order to pose the problem in terms of least squares methods, define the data vector

\[ d = \begin{bmatrix} d[n_0] & d[n_0 + 1] & \cdots & d[n_0 + (N - 1)] \end{bmatrix}^T \]

where \( n_0 \) is the initial point of the estimate and \( N \) is the number of samples. Define the data matrices as:

\[
X = \begin{bmatrix}
x^T[n_0] \\
x^T[n_0 + 1] \\
\vdots \\
x^T[n_0 + (N - 1)]
\end{bmatrix} \quad Y = \begin{bmatrix}
y^T[m_0] \\
y^T[m_0 + 1] \\
\vdots \\
y^T[m_0 + (M - 1)]
\end{bmatrix}
\]

where \( n_0 \) and \( m_0 \) are the corresponding starting points in the observations sequences and \( N = KM \). Following the notation in [6] we can write

\[ [X_k \quad Y] \begin{bmatrix} h_k \\ g_k \end{bmatrix} = d_k \quad k \equiv n \pmod{K} \]  

where the vector of values to be estimated \( d_k \) is formed from the data vector \( d \) by taking every \( K^{th} \) element beginning with element \( k + 1 \). Likewise, \( X_k \) is formed from \( X \) by taking every \( K^{th} \) row of \( X \) beginning with row \( k + 1 \). The notation \( = \) denotes a least squares solution which minimizes the squared error between the left and right sides of the equation. The solution is well known and is given by

\[ \begin{bmatrix} h_k \\ g_k \end{bmatrix} = [X_k \quad Y]^+ d_k \quad k \equiv n \pmod{K} \]
where ‘+’ denotes the Moore–Penrose pseudoinverse of the matrix $[X_k \ Y]$. The mean–squared error is given by:

$$MSE = \frac{1}{N} \sum_{n=0}^{N-1} d[n] \left( d[n] - \hat{d}[n] \right)$$

which after substituting Equation (2) and (6) can be written as

$$MSE = \sum_{k=0}^{K-1} \sum_{m=0}^{M-1} d[Km + k] \left( d[Km + k] - h_{k}^{T} x[Km + k] - g_{k}^{T} y[m] \right).$$

This last equation can be written in vector and matrix notation as

$$MSE = \frac{1}{N} \sum_{n=0}^{N-1} \left( d_{k}^{T} d_{k} - d_{k}^{T} X_{k} h_{k} - d_{k}^{T} Y g_{k} \right)$$

where $d_{k}$ and $X_{k}$ are formed as in the discussion following Equation (10).

2. Innovations Form

The innovations form of the filter, shown in Figure 5, explicitly shows how the low–rate observation sequence contributes to the estimate. The filter $h^{0}[n]$ in the top branch is time–invariant and is the optimal filter that would be used if the low–rate data were not present. The filter $H_{k}[n]$ is used to predict the low–rate data from the high–rate data. The prediction error sequence, which is the innovations sequence, is sent to the filter in the lower branch. Consequently, the output of the lower branch constitutes the additional information provided by the low–rate observations. The explicit handling of this new information is the reason the name ‘innovations’ is used for this form of the filter.
This form of the filter can be derived as follows. Using some results from the theory of generalized inverses [8], Equation (10) can be written in partitioned form as

\[
\begin{bmatrix}
h_k \\
g_k
\end{bmatrix} = \begin{bmatrix} X_k & Y \end{bmatrix}^+ d_k = \begin{bmatrix} X_k^+ - X_k^+ Y C^+ \\
C^+ d_k
\end{bmatrix} d_k
\]

where \( C = (I - X_k X_k^+) Y \). From the above equation it can be seen that, if \( H_k \) is defined as \( H_k = X_k^+ Y \), then the high-rate part of the filter can be written as

\[
h_k = h_k^0 - H_k g_k
\]

where \( h_k^0 = X_k^+ d_k \) is the optimal filter when estimating the data using only the high-rate observations. In a stochastic process framework, this filter would not be a function of \( k \) due to the stationarity of the data [4]. However in this least squares framework, the filter does depend on \( k \), with \( h_k^0 \) converging to a common value for long data sequences. The filter estimate can now be written as
This produces the form of the filter shown in Figure 5.

3. **Interpolation Form**

This form of the filter avoids the need for time-varying filters to process the data sequences. A diagram is shown in Figure 6. In this form, the low-rate data is interpolated to the high-rate. Both data sequences are then processed by time-invariant filters.

\[
\hat{d}[n] = h^T_k x[n] - g^T_k H^T_k x[n] + g^T_k y[m] \\
= h^T_k x[n] + g^T_k (y[m] - H^T_k x[n]) .
\]  \hspace{1cm} (17)

In this realization, all of the branch filters are time-invariant. This filter works as long as the input is stationary. This can be achieved if the low-rate data and corresponding interpolation filter are bandlimited to \( \pm \pi / K \) [5]. However the ideal interpolation filter is non-causal and, so, a causal approximation has to be used for this form. This may require the causal approximation filter to be of very high order.

C. **COMPUTATIONAL REQUIREMENTS**

In comparing the various realizations of the optimal multirate filter, a matter of concern is the number of filter parameters required as well as the number of operations
(multiplications and additions) at each time step. Table 2 lists these quantities for each form of the filter.

<table>
<thead>
<tr>
<th>Form of Optimal Filter</th>
<th>Filter Parameters</th>
<th>Operations / Unit Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct</td>
<td>$(P + Q)K$</td>
<td>$P + Q$</td>
</tr>
<tr>
<td>Innovations</td>
<td>$P + PQK + QK$</td>
<td>$P + PQ + Q$</td>
</tr>
<tr>
<td>Interpolation</td>
<td>$P + QK$</td>
<td>$P + QK + I$</td>
</tr>
</tbody>
</table>

Table 2. Computational Requirements for the Three Forms of the Filter.

The direct form of the multirate filter, being the *least* computationally expensive of the three forms, requires $(P + Q)K$ coefficients. A corresponding single-rate filter would require only $P$ coefficients, which differs by approximately a factor of $K$. Notice however that the number of operations per unit time is $P + Q$ which does *not* depend on $K$. This means that the computational requirement at each time step is the same as a filter with a fixed set of coefficients (i.e., a linear time-invariant filter).

The innovations form is the most computationally expensive of the three forms of the filter due to the prediction filter $H_k$. There are $PQK$ more filter parameters than for the interpolation form due to the prediction process. Additionally, the prediction filter results in $PQ$ more operations than needed using the direct form. This form would not likely be used in practice due to the extra computational cost over the direct form. This form is useful, however, in analyzing the reduction in MSE due to the presence of the low-rate observations.

The interpolation form of the filter requires the fewest number of parameters $P + QK$ (the filter $g[n]$ is assumed to be of order $QK$ since the low-rate data is interpolated by $K$ up to the high rate). The number of operations is thus dependent on $K$ and also depends on the order $I$ of the interpolation filter, which can become the dominant part of the computation.
The length of data needed in solving for these parameters is a valid practical concern, and is addressed in the next section.

D. SIMULATION RESULTS

1. Preliminaries

Since MSE was used as the criterion for the development of the filters, it was also used to measure filter performance in this study. The mean–squared error in decibels ($MSE_{dB}$), defined as $MSE_{dB} = 10\log_{10} MSE$, is used in the following discussion. The data used for these experiments is described in the Appendix.

2. Multirate vs. Single–rate Filter

In comparing the performance of the multirate and single–rate filters, a reasonable question to ask is “How much is performance improved (if at all) over using either of the data sequences alone?” This question can be answered by comparing the performance of the multirate filter to that of a single–rate Wiener filter on either of the data sequences separately. In the following experiment, the MSE was calculated while varying the order of the low-rate filter. The results are shown in Tables 3 and 4.

For the simulations described here, the order of the high–rate filter $P$ was 30 and the ratio of sampling rates $K$ was 10. The SNR of the high–rate sequence was 0 dB. The SNR of the low–rate data sequence was 10 dB. The SNRs were obtained by adding channel noise to each of the observation sequences. The data were split into two sets. One set of data, called the ‘training set,’ was used to design the filter. The filter was then applied to the second set of data, which was called the ‘test set.’ The length of both the training and test data sequences was 25,000 points. The use of both a training and test set helps judge performance of the filter with different, but statistically similar, data. The MSE on both the training and test sets was recorded; then the experiment was repeated using different realizations of sensor noise. The results were averaged over 100 trials of sensor noise.

Case[1]: The order of the low–rate filter was taken to be $Q = 3$. This means that the low–rate filter uses points covering the same time frame as the high–rate filter. Table 3 shows that using the high–rate observations alone leads to an MSE of approximately
9.8 dB on both training and test data. The low–rate observations, when used alone, result in a MSE of approximately 13.5 dB which is worse by about 3.7 dB. When both data sets are used together however, the MSE is about 7.6 dB which is about 2.2 dB better than using the high–rate data alone.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Mean-Squared Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training Set (dB)</td>
</tr>
<tr>
<td></td>
<td>Test Set (dB)</td>
</tr>
<tr>
<td>High–rate</td>
<td>9.84</td>
</tr>
<tr>
<td></td>
<td>9.86</td>
</tr>
<tr>
<td>Low–rate</td>
<td>13.59</td>
</tr>
<tr>
<td></td>
<td>13.53</td>
</tr>
<tr>
<td>Both</td>
<td>7.65</td>
</tr>
<tr>
<td></td>
<td>7.64</td>
</tr>
</tbody>
</table>

Table 3. Mean–Squared Error for Q = 3 (100 trial average).

Case[2]: The order of the low–rate filter was taken to be \( Q = 10 \). This means that the low–rate filter uses points covering a much larger time frame than the high–rate filter. Table 4 shows that the MSE for the high–rate data alone remains at approximately 9.8 dB as before. The MSE for the low–rate data alone improves (compared to the previous experiment) to about 10.5 dB. The use of both data sets together in this experiment

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Mean-Squared Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training Set (dB)</td>
</tr>
<tr>
<td></td>
<td>Test Set (dB)</td>
</tr>
<tr>
<td>High–rate</td>
<td>9.84</td>
</tr>
<tr>
<td></td>
<td>9.86</td>
</tr>
<tr>
<td>Low–rate</td>
<td>10.67</td>
</tr>
<tr>
<td></td>
<td>10.53</td>
</tr>
<tr>
<td>Both</td>
<td>5.96</td>
</tr>
<tr>
<td></td>
<td>5.77</td>
</tr>
</tbody>
</table>

Table 4. Mean–Squared Error for Q = 10 (100 trial average).
results in a very significant improvement in performance. Specifically there is almost a 4 dB reduction in MSE over using the high–rate data alone and about 3 dB over using the low–rate data alone.

### 3. Required Training Data

The previous section discussed the computational requirements of the filter. Another matter of practical concern is the amount of training data needed to design the multirate filter. The length of data needed to solve for these parameters is investigated here. The following results are based on the same data used in the previous subsection.

For this experiment, the length of data used to design the filter was varied from 500 to 25,000 points in steps of 500 points. The other factors are as stated above and are reproduced here for continuity: the order of the low–rate filter $P$ was 30, the ratio of sampling rates $K$ was 10, the SNR of the high–rate sequence $SNR_{\text{high}}$ was 0 dB, and the SNR of the low–rate sequence $SNR_{\text{low}}$ was 10 dB. The error $MSE_{\text{dB}}$ on both the training and test sets were computed and plotted. The length of data required for training was defined to be the length at which the relative error between the training and test sets came to within one percent. The results were averaged over 50 trials of sensor noise.

#### a. Low–rate Filter Order $Q = 3$

The figure shows plots of MSE vs. length of data set. The top pair of curves result when using low–rate data alone; the middle pair is for the high–rate data alone, while the bottom pair results when using both data sets. For each case, the dotted lines correspond to the training sets, and the solid lines to the test sets. The point at which the MSE on the training and test sets come to within one percent of each other is circled. Using low–rate data alone, it took 10,000 points of training data to reach the criterion point. The case of a low–rate filter order $Q = 3$ is depicted in Figure 7.
Both data sets
N = 7000

Low-rate data alone
N = 10000

High-rate data alone
N = 4500

Figure 7. Mean–Squared Error versus Data Length for $Q = 3$. TOP: Low–rate data alone. MIDDLE: High–rate data alone. BOTTOM: Both data sets.

Using high–rate data alone, only 4,500 points were needed. Interestingly, using both data sets, only 7,000 points were needed. This is not an unreasonably high cost to design the multirate Wiener filter.

b. Low–rate Filter Order $Q = 10$

The above simulation was repeated using a low–rate filter order of $Q = 10$. Figure 8 shows the results graphically. Using low–rate data alone required over 25,000 points of data. Designing the filter using both observation sequences, however, required only 4,500 points of data. This turned out to be exactly the same as the number required for using the high–rate data alone.
The results of these experiments indicate that the length of training data needed to estimate the filter coefficients is comparable to that when using time-invariant filters on either sequence alone.

4. Optimizing Filter Tap Weights

As part of this research, a parametric representation of the filter impulse response was sought to help to reduce the number of weights to compute. This representation would exploit possible patterns in the filter coefficients. It is the time–variant filters that cause the computations to increase. Therefore, the time–variant behavior of the filters was examined for a pattern to exploit.
The FM, AR, and SINE signals (see Appendix) were used for this experiment. For each of the signals, the high–rate and low–rate filters were examined for patterns. The time–varying nature of the filter coefficients, however, proved to be signal–dependent.

For example, a signal of length $L = 27,000$ points was used to design a multirate Wiener filter with two observations sequences under the following conditions: $P = 100$, $Q = 100$, $K = 20$, $SNR_{high} = 0$ dB, and $SNR_{low} = 10$ dB. These conditions yield $(100 + 100)20 = 4000$ filter weights (see Table 2). The filter coefficients $h_k[n]$ and $g_m[m]$ are plotted in Figure 9. Three–dimensional plots of the filter coefficients for the FM, AR, and SINE signals are shown. The left column of coefficients is for the high-rate filters, while the right column holds the low–rate coefficients. The time–varying axis is labeled ‘$k$’ denoting the cycle of the filter. The axis for the filter index is labeled ‘$n$’ or ‘$m$’ depending on whether it shows the index for high-rate or low-rate filter, respectively.

In analyzing Figure 9, we begin by considering the high–rate, time–variant filters (specifically, for the FM signal (Figure 9(a)), which resembles a two–dimensional wave). It seems that along the $k$ axis, the filter values remain relatively constant with only minor fluctuations. This would also appear to be the case for the high–rate coefficients for the AR signal (Figure 9(c)) and SINE signal (Figure 9(e)). In addition, note that there is no general trend where the filter coefficients become small along the $n$ or $m$ direction, except for the case of the AR signal. A similar analysis applies to the low–rate filters. Begin with the low–rate filters for the FM signal (Figure 9(b)). There is no constant behavior along the time–varying axis. The low–rate coefficients of the AR signal (Figure 9(d)) and SINE signal (Figure 9(f)) exhibit similar behavior.

Two things are of note: 1) the constant behavior of the high–rate filters along the time–varying axis seems to validate the discussion of the innovations form of the filter. Specifically, the claim that the $h^*_k$ converge to a common value for long data sequences is supported; and 2) the filters appear to be unique for each type of signal estimated.
Figure 9. Sample time–varying filters used in multirate Wiener filtering. (a) FM Signal: High–rate weights, (b) FM Signal: Low–rate weights. (c) AR Signal: High–rate weights, (d) AR Signal: Low–rate weights. (e) SINE signal: High–rate weights, (f) SINE signal: Low–rate weights.
The foregoing results covered the non–adaptive forms of the filter. The next chapter introduces an adaptive form of the multirate filter, and provides results in the context of adaptive interference cancellation.
III. THE MULTIRATE LMS FILTER

This chapter presents an adaptive filtering method useful for applications where the statistics of the data are non–stationary. The algorithm is based on the least mean–squares (LMS) algorithm of Widrow and Hoff [9]. This application of the algorithm is in the context of interference removal. Results are given for broadband and narrowband interference in an adaptive noise cancellation (ANC) scenario.

A. BACKGROUND

Adaptive filtering is a wide discipline of which LMS and its variants are a significant part. In an adaptive filtering algorithm the data to be filtered is employed to find the optimum filter tap weights.

The basic, single–rate LMS algorithm offers a low cost, elegant solution to adaptive filtering. An arbitrary initial set of filter coefficients is chosen and updated at each time step \( n \) and new observation. If the data is wide–sense stationary and the algorithm step size parameter (see below) is chosen appropriately, the filter coefficients will approach the optimal coefficients defined by the Wiener–Hopf equations. The nature of this convergence is discussed in many places [7, 12]. If the data is non–stationary and slowly time–varying, the filter coefficients tend to ‘track’ the optimal time–varying filter for the data. In the basic LMS method the filter coefficient vector \( \mathbf{w} \) is updated at each time step \( n \) according to the equation [6]

\[
\mathbf{w}[n + 1] = \mathbf{w}[n] + \mu e[n] \mathbf{x}[n]
\]  

(18)

where

\[
e[n] = d[n] - \mathbf{w}^T[n] \mathbf{x}[n]
\]  

(19)

is the error found at time step \( n \) and \( \mu \) is a parameter called the ‘step size.’ For suitably chosen values of the step size, the weights will converge to a solution close to that of the optimal (Wiener) filter. For practical purposes, the bounds on the step size are [7]
\[ 0 < \mu < \frac{2}{PR_x[0]} \] (20)

where \( P \) is the order of the filter and \( R_x[0] \) is the value of the autocorrelation sequence of the input signal at lag zero (i.e., the signal power).

**B. FILTER DESCRIPTION**

The *multirate* LMS estimation algorithm extends the LMS algorithm to the case where multiple inputs at different sampling rates are available. Accordingly for the multirate case, the equations are slightly more complicated. In this discussion it is assumed, as in the previous chapter, that two inputs are available (see Figure 10) and these are to be used jointly to estimate the ‘desired’ signal \( d[n] \).

![Simplified Diagram of Multirate LMS Filter.](image)

The input \( x \) is sampled at the full rate, i.e., the rate of the output estimate. The input \( y \) is sampled at a rate of \( 1/K \) times the full rate. Again at any time \( n \), one can write
\[ n = Km + k \] for \( k = 0,1,\ldots,K - 1 \). Therefore, define a vector of high–rate data points as
\[ x[n] = [x[n] \ x[n-1] \ \cdots \ x[n-(P-1)]]^T \]  

(21)

and a corresponding vector of low-rate data points as

\[ y[m] = [y[m] \ y[m-1] \ \cdots \ y[m-(Q-1)]]^T. \]

(22)

The estimate is then of the form

\[ \hat{d}[n] = h^T_k x[n] + g^T_k y[m]; \quad n = Km + k. \]

(23)

In the absence of adaptation the filter coefficients would be periodic, i.e., at any times \( n_1 \) and \( n_2 \) such that \( n_1 (\text{mod} \ K) = n_2 (\text{mod} \ K) = k \) the coefficient vectors are \( h_k \) and \( g_k \). For the multirate LMS algorithm these coefficient vectors are updated in time. The coefficient vectors at any time \( n \) will be denoted by \( h_k[m] \) and \( g_k[m] \) (where \( n = Km + k \)). The estimate is thus given by

\[ \hat{d}[n] = h^T_k[m] x[n] + g^T_k[m] y[m]; \quad k \equiv n (\text{mod} \ K). \]

(24)

The error is then given by

\[ e[n] = d[n] - \hat{d}[n]. \]

(25)

The update steps in the multirate LMS algorithm are defined by

\[ h_k[m+1] = h_k[m] + \mu_x e[n] x[n] \]

(26)

and

\[ g_k[m+1] = g_k[m] + \mu_y e[n] y[m]. \]

(27)

The complete algorithm is more easily specified with a double index. It is listed in this way in Table 5 and depicted graphically in Figure 11.
### Table 5. Listing of the Multirate LMS algorithm.

<table>
<thead>
<tr>
<th>Step</th>
<th>Equation</th>
</tr>
</thead>
</table>
| (a)  | \(x_k[i] = \left[ x[n_0 + iK + k] \quad x[n_0 + iK + k - 1] \quad \ldots \quad x[n_0 + iK + k - P + 1] \right] \)  
|      | \(y[i] = \left[ y[m_0 + i] \quad y[m_0 + i - 1] \quad \ldots \quad y[m_0 + i - Q + 1] \right] \) |
| (b)  | \(\hat{d}_k[i] = h_k^T[i]x_k[i] + g_k^T[i]y[i] \) |
| (c)  | \(d_k[i] = d[n_0 + iK + k] \) |
| (d)  | \(e_k[i] = d_k[i] - \hat{d}_k[i] \) |
| (e)  | \(h_k[i + 1] = h_k[i] + \mu_x e_k[i]x_k[i] \)  
|      | \(g_k[i + 1] = g_k[i] + \mu_y e_k[i]y[i] \) |

The equations in Table 5 require some explanation. The time–varying data filters have period \(K\), so there are \(PK\) weights needed for the high–rate filter and \(QK\) weights...
needed for the low–rate filter. For the high–rate case, if we define a $P$ by $K$ matrix containing all high–rate coefficients

$$
H[i] = \begin{bmatrix}
\vdots & \vdots & \vdots \\
& h_0[i] & h_1[i] & \cdots & h_{K-1}[i] \\
& \vdots & \vdots & \vdots 
\end{bmatrix}
$$

(28)

whose columns represent the filter at each step $k = 0, 1, \ldots, K-1$ in its period, then we see that only one column of $H[i]$ is updated for each point of the output sequence that is estimated (see Table 5). Beginning the estimation at corresponding points $n_o$ and $m_o$ of the observation sequences, the filter $h_o[0]$ is found. Then the input matrix $x_k[i]$ is updated and used to find $h_i[0]$. The process continues until all $K$ columns of $H[i]$ have been updated, at which time the cycle repeats. The coefficients for the $k^{th}$ step in the cycle of the time–varying filter $h_k$ are therefore updated at every $K^{th}$ point of the original sequence.

A similar discussion applies to the low–rate coefficients. The complete set of coefficients are contained in a $Q$ by $K$ matrix

$$
G[i] = \begin{bmatrix}
\vdots & \vdots & \vdots \\
& g_o[i] & g_1[i] & \cdots & g_{K-1}[i] \\
& \vdots & \vdots & \vdots 
\end{bmatrix}
$$

(29)

A particular column $g_k$ is then updated at every $K^{th}$ point of the original data sequence.

C. SIMULATION PRELIMINARIES

The multirate LMS filter was tested in the context of adaptive interference cancellation, also known as adaptive noise cancellation (ANC). Results are given for both narrowband and broadband interference. For the basic, single–rate LMS ANC the primary input contains the signal plus interference. The so–called ‘reference’ input contains a correlated version of the interference that the adaptive filter uses to cancel the interference in the primary input.
The ANC extended to the case of multiple reference inputs is shown in Figure 12. The inputs to the filter now contain multiple versions of the interference, sampled at different rates. The goal of the LMS filter is to estimate the interference present in the reference input (at the full rate) from two noisy independent observations of the interference. A case of some interest is the case where the only reference signal is $y[m]$. In other words, the reference signal is at a lower rate compared to the primary input $s[n]$ and the cleaned signal $\hat{d}[n]$. In this case it may be able to perform the ANC with fewer samples (in time) of the correlated interference.
D. SIMULATION RESULTS

Results for both narrowband and broadband interference are presented in this section.

1. Narrowband Interference

In this experiment the interference consisted of tonal ‘noise’ added to recorded speech. Two sinusoidal tones of frequency 4410 and 8820 Hz were added to a segment of speech. The first tone was added at the start of the speech signal, and the second tone added in the middle of the sequence. The original speech signal and corrupted version are shown in Figure 13 below.

![Figure 13](image_url)

Figure 13. Plot of voice signal of the spoken word ‘hello’ used in narrowband interference simulation. (a) Original speech signal. (b) Speech signal including tones.
The test signal for this experiment was a recording of the spoken word ‘hello’ with a prolonged ‘o.’ The sample of speech was two seconds long and sampled at 22.05 kHz. The waveform is shown in Figure 13(a). Two sinusoidal tones were added to the signal. A tone of 4.41 kHz was added at the beginning of the speech segment. At the midpoint of the speech segment, this first tone was ended and a second tone of 2.205 kHz was added for the remainder of the speech signal. The reference input was generated by sending the interference signal through a third–order FIR filter and downsampling the result (see Appendix). The corrupted signal is show in Figure 13(b) and illustrates the adverse effect of the interference on signal quality.

The parameters chosen were as follows. The high–rate filter order \( P \) was 2, the low–rate filter order \( Q \) was 2, the SNR of the high–rate sequence \( SNR_{high} \) was 0 dB, and the SNR of the low–rate sequence \( SNR_{low} \) was 10 dB. The number of samples required for the filter to mute the initial sinusoid is used as a measure of speed of convergence below. The original speech signal is reproduced in Figure 14(a) for comparison with the following results.

a.  Using Both Observation Signals

The corrupted signal was filtered using the parameters described above; a sampling rate ratio of \( K = 4 \) was used. The resulting MSE was \(-14.15\) dB. It took approximately 4,575 samples to mute the initial sinusoid in this case. For the given sampling rate of 22.05 kHz, this corresponds to only 0.21 seconds. This is slow for channel equalization in a communications system, but may suffice for certain audio applications. The filtered signal is shown in Figure 14(b). The spikes in the sequence at samples zero and 25,000 are the points at which the sinusoids were added.

b.  Using Low–Rate Observations Alone

In this case, the corrupted signal is filtered using the low–rate observation sequence as the only reference input. The low–rate observation sequence has a sampling rate of 5.51 kHz. The multirate LMS filter estimates the interference at the full rate of
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22.05 kHz, using these samples. All other simulation parameters are the same as the previous case. The filtered signal is shown in Figure 14(c). For this case, the filter took approximately 6550 samples (0.3 sec) to mute the initial sinusoid. The resulting MSE was −12.91 dB.

This experiment was also performed using a longer segment of speech taken from the cockpit of a military jet; similar results were obtained.

![Signals after filtering. (a) Original speech signal. (b) Filtered signal using both data sequences with $K = 4$. (c) Filtered signal using low–rate data alone with $K = 4$.](image)

2. **Broadband Interference**

An adaptive interference scenario was also used for this scenario. The desired signal for this experiment was a segment of radio traffic from an air traffic control center. The interference was a spoken phrase of speech, which is a broadband signal. The
reference input was generated by sending the interference signal through an FIR filter (see Appendix) and then downsampling the resulting sequence by a factor of $K$. The interference was removed using the low–rate observations alone. The parameters for this simulation were: the order of the low–rate filter $Q = 40$, the low-rate SNR was $SNR_{low} = -0.26$ dB, the sampling rate ratio was $K = 4$. The SNR of the filtered sequence was 9.65 dB, which is an improvement of 9.91 dB. The supporting plots are shown in Figure 15. The original speech signal is shown in Figure 15(a) and exhibits some clipping. The speech corrupted with interference is shown in Figure 15(b). The filtered signal is shown in Figure 15(c). Figures 15(d) and (e) show the actual and estimated interference signal, respectively.

The foregoing discussion constitutes the penultimate results of this thesis. The next chapter summarizes the conclusions of this research and offers suggestions for future work.
Figure 15. Results for multirate LMS filtering using low–rate observations alone. (a) Original speech signal. (b) Signal plus interference. (c) Filtered signal. (d) Original interference signal. (e) Estimate of interference.
IV. CONCLUSIONS AND RECOMMENDATIONS

A. CONCLUSIONS

This work developed 1) performance results for the multirate optimal filter and multirate LMS adaptive filters, 2) a least squares approach to finding the filter coefficients, and 3) an adaptive form of the filter based on the LMS algorithm. Both of these filters were used to solve an estimation problem in which multiple independent observations of the data were available. This thesis focused on the case of two observation sequences.

The multirate optimal filter is an extension of the Wiener–Hopf optimal filter for a single input sequence. The use of multiple observation sequences resulted in a lower MSE than the basic Wiener–Hopf filter. For this non–adaptive case, the advantage of using both data sequences over one alone, the amount of training data needed, and observations on optimizing the filter coefficients was addressed.

The multirate LMS filter is an adaptive filter based on the LMS algorithm of Widrow and Hoff. For this adaptive case, results for broadband and narrowband interference in an adaptive noise cancellation scenario were given. Results show that both narrowband and broadband interference may be removed using the low–rate observations alone.

1. Optimal Filtering

The performance of the multirate Wiener filter was compared to that of the single–rate Wiener filter. Since the MSE while using the multirate Wiener filter with both observation sequences is consistently lower than that when using either data set alone, an advantage that can be gained when including more than a single observation signal.

The length of training data needed to solve for the filter parameters was investigated. The required length of training data was found to be comparable to that when using either data sequence alone. Specifically, for the multirate case, solving for $K$
times as many coefficients required a length of training data comparable to that when using either the high or low-rate sequence alone. In other words, the increase in number of parameters does not translate into an extremely large amount of training data.

A parametric representation of the filter impulse response was investigated and seems possible for high orders of the filter, but this was not further pursued.

2. Adaptive Filtering

The multirate LMS adaptive filter was shown to perform well for adaptive filtering in the context of adaptive noise cancellation. The advantage gained from using the filter is the ability to estimate a signal at the full rate using observations taken at a lower sampling rate. In an adaptive noise cancellation scenario, the multirate LMS filter adequately removed (narrowband) sinusoidal and (broadband) voice interference from a recorded speech signal.

B. RECOMMENDATIONS FOR FUTURE WORK

The use of multirate data and multirate systems is an important part of modern digital signal processing. This thesis has investigated one aspect of the problem, namely filtering and estimation, using a statistical approach. A number of specific extensions of this work are possible and would be beneficial.

Finding a parametric representation of the multirate filter impulse response may be possible; however, this would be a final research step prior to implementation. If the signals could be processed to conform to a known model, then an optimization scheme based on the model might be used, as long as it does not add significantly to the computational cost.

Other forms of the optimal filter could be investigated. A recursive least squares (RLS) form would be a good next step since it is an adaptive method based on least squares [6]. Also, investigation of lattice forms for these filters may give valuable insight into the filtering process.
In addition to these specific topics, other work is currently ongoing in Professor Therrien’s research groups on other aspects of statistic multirate problems. The future work will include applications to detection and classification as well as two-dimensional (image) signal processing.
APPENDIX

This appendix discusses how the simulation data for this thesis was generated. All simulations were performed in MATLAB. Details are given for the methods used to generate both the observed and desired signals.

A. GENERATION OF OBSERVED SIGNALS

Figure 16 illustrates how data was generated for all simulations of multirate Wiener–Hopf filtering.

![Diagram of data generation process for simulation of multirate Wiener–Hopf filtering.](image)

A desired signal sequence $d(n)$ of length $L_d$ was generated (see Section B below). The power of the desired signal $P_d$ was calculated either from the data or from the theoretical formula (see Section B below). The noisy observations sequences were created as follows: the high–rate observation sequence $x(n)$ was created by adding a pseudorandom Gaussian noise sequence to $d(n)$. This noise sequence is labeled ‘PN SEQ 1’ in Figure 16. The power of the noise sequence was calculated to ensure that $x(n)$
had the desired signal–to–noise ratio of $SNR_{high}$ (see Section C below). The low–rate sequence was generated by adding a second (unique) pseudorandom noise sequence, to the desired signal $d(n)$ (labeled ‘PN SEQ 2’ in Figure 16). The power of the noise sequence was calculated to ensure that the sequence had the desired signal–to–noise ratio of $SNR_{low}$. The sequence was then sent through a low–pass, anti–aliasing filter with a (normalized) cut–off frequency of $1/K$ (see Section D below). The sequence was then decimated by extracting every $K^{th}$ point to form the low–rate observation sequence $y(m)$.

The reference signals for ANC in the multirate LMS experiments were generated by running the interference through third order FIR filters with randomly selected coefficients. Two separate FIR filters were created, whose coefficients were random numbers uniformly distributed between 1 and 10. Thus, the coefficients were different for each trial of the multirate LMS experiment. The high–rate interference was run through one filter to produce the high–rate reference signal. The same interference was run through the other filter and decimated to produce the low–rate observations.

**B. GENERATION OF THE DESIRED SIGNALS**

The desired signals for this thesis were the AR, FM, and SINE signals, and a recorded speech signal. The AR signal was obtained by sending a pseudorandom noise sequence of variance $\sigma_w = 0.2$ through a single–pole IIR filter with a denominator polynomial of $1 - \rho z^{-1}$ where $\rho = 0.95$ with a sampling rate of 1 Hz. The theoretical power of this signal is $P_{ar} = \rho^0 \left[ \sigma_w^2 \left(1 - |\rho|^2\right) \right]$ [6]. The FM signal was generated from the equation $A \cos(2\pi0.04t + \cos(0.3t))$ where $A = 10$ with a sampling rate of 1 Hz. The theoretical power of this signal is $P_{fm} = A^2/2$. The SINE signal was generated from the equation $B \cos(2\pi0.1t)$ with $B = \sqrt{100}$ with a sampling rate of 3.33 Hz. The theoretical power of this signal is $P_{sine} = B^2/2$. The speech signal was sampled at 44.1 kHz and imported into MATLAB in .WAV format using the `wavread` function. After
processing, all relevant signals were saved in .WAV format using the \texttt{wavwrite} function.

C. \textbf{CALCULATION OF THE SIGNAL–TO–NOISE RATIO}

The following logic and procedure was used to produce signals at the desired SNR for these experiments. The SNR in dB for any signal is

\[
SNR_{\text{dB}} = 10 \log_{10} \left( \frac{P_{\text{signal}}}{P_{\text{noise}}} \right),
\]

where the power of any signal \( \varphi \) is given by

\[
P_{\varphi} = \frac{1}{N} \sum_{n=0}^{N-1} |\varphi[n]|^2.
\]

For a Gaussian–distributed (normal) noise sequence, the power of the noise sequence is its variance.

A pseudorandom noise sequence was generated using the \texttt{randn} function in MATLAB. The function produces a sequence of numbers with a distribution that is \textit{approximately} distributed as \( N(0,1) \), i.e., normally distributed with mean zero and variance one. If the desired SNR is \( SNR_{\text{dB}} \) and the signal power is \( P_{\text{signal}} \) then the desired variance of the noise is \( \sigma_{\text{noise}}^2 = P_{\text{signal}} \left(10^{SNR_{\text{dB}}/10}\right) \). The noise sequence \( N[n] \) from the \texttt{randn} function was multiplied by the desired standard deviation to produce a noise sequence with the correct power

\[
\eta[n] = \left( \sqrt{\sigma_{\text{noise}}^2} \right) N[n].
\]

In order to reproduce results, the seed of the normal random number generator was specified. The two seeds used in these experiments were \([362436069; 521288629]\) for the high–rate data, and \([2683551084; 3690929594]\) for the low–rate data.
D. CALCULATION OF ANTI–ALIASING FILTER COEFFICIENTS

For large sampling rate ratios, the anti–aliasing filter must have a sharp cutoff in order to prevent attenuation of important signal information. With this motivation, the anti–aliasing filter was designed so that the transition bandwidth $\Delta f$ is always 10 percent of the passband width $f_{pass}$. The filter was designed for a positive frequency spectrum from 0 to 1 (normalized). Using these constraints, an FIR filter was designed using the Remez exchange algorithm in MATLAB. The parameters were: the (normalized) stopband frequency $f_{stop}$ was $1/K$, the (normalized) passband frequency $f_{pass}$ was $(0.9)f_{stop}$, the passband ripple was 1 dB, and the stopband attenuation was 100 dB. Figures 17 and 18 list the coefficients of the FIR antialiasing filters $F[n]$ used in this thesis (for $K = 3$ and $K = 10$), for those who wish to reproduce the results herein. The filter output is given by

$$y[n] = \sum_{i=0}^{N-1} F[i] x[n-i].$$  (33)
<table>
<thead>
<tr>
<th>F(44) = 0.003925625</th>
<th>F(43) = -0.001359179</th>
<th>F(42) = -0.002665558</th>
<th>F(41) = -0.002646625</th>
</tr>
</thead>
<tbody>
<tr>
<td>F(39) = 0.00412996</td>
<td>F(38) = 0.004646492</td>
<td>F(37) = -0.002265667</td>
<td>F(36) = -0.00098676</td>
</tr>
<tr>
<td>F(34) = -0.002283003</td>
<td>F(32) = 0.004281348</td>
<td>F(31) = 0.003080646</td>
<td>F(30) = -0.000658263</td>
</tr>
<tr>
<td>F(30) = 0.006081272</td>
<td>F(29) = -0.003593516</td>
<td>F(28) = 0.002656322</td>
<td>F(27) = -0.000491479</td>
</tr>
<tr>
<td>F(28) = -0.006311442</td>
<td>F(27) = -0.000658263</td>
<td>F(26) = 0.002656322</td>
<td>F(25) = -0.000491479</td>
</tr>
<tr>
<td>F(25) = -0.006311442</td>
<td>F(24) = 0.002656322</td>
<td>F(23) = -0.000491479</td>
<td>F(22) = -0.004124219</td>
</tr>
<tr>
<td>F(24) = -0.006311442</td>
<td>F(23) = -0.004124219</td>
<td>F(22) = -0.004124219</td>
<td>F(21) = -0.004124219</td>
</tr>
<tr>
<td>F(25) = -0.006311442</td>
<td>F(24) = 0.002656322</td>
<td>F(23) = -0.004124219</td>
<td>F(22) = -0.004124219</td>
</tr>
<tr>
<td>F(26) = -0.006311442</td>
<td>F(25) = -0.006311442</td>
<td>F(24) = 0.002656322</td>
<td>F(23) = -0.004124219</td>
</tr>
<tr>
<td>F(27) = -0.006311442</td>
<td>F(26) = -0.006311442</td>
<td>F(25) = -0.006311442</td>
<td>F(24) = 0.002656322</td>
</tr>
<tr>
<td>F(28) = -0.006311442</td>
<td>F(27) = -0.006311442</td>
<td>F(26) = -0.006311442</td>
<td>F(25) = -0.006311442</td>
</tr>
<tr>
<td>F(29) = -0.006311442</td>
<td>F(28) = -0.006311442</td>
<td>F(27) = -0.006311442</td>
<td>F(26) = -0.006311442</td>
</tr>
<tr>
<td>F(30) = -0.006311442</td>
<td>F(29) = -0.006311442</td>
<td>F(28) = -0.006311442</td>
<td>F(27) = -0.006311442</td>
</tr>
<tr>
<td>F(31) = -0.006311442</td>
<td>F(30) = -0.006311442</td>
<td>F(29) = -0.006311442</td>
<td>F(28) = -0.006311442</td>
</tr>
<tr>
<td>F(32) = -0.006311442</td>
<td>F(31) = -0.006311442</td>
<td>F(30) = -0.006311442</td>
<td>F(29) = -0.006311442</td>
</tr>
<tr>
<td>F(33) = -0.006311442</td>
<td>F(32) = -0.006311442</td>
<td>F(31) = -0.006311442</td>
<td>F(30) = -0.006311442</td>
</tr>
<tr>
<td>F(34) = -0.006311442</td>
<td>F(33) = -0.006311442</td>
<td>F(32) = -0.006311442</td>
<td>F(31) = -0.006311442</td>
</tr>
<tr>
<td>F(35) = -0.006311442</td>
<td>F(34) = -0.006311442</td>
<td>F(33) = -0.006311442</td>
<td>F(32) = -0.006311442</td>
</tr>
</tbody>
</table>

**Figure 17.** Listing of Antialiasing Filter Coefficients (for $N=172$ and $K=3$).
<table>
<thead>
<tr>
<th>i</th>
<th>F(i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-1.05419E-05</td>
</tr>
<tr>
<td>1</td>
<td>-1.50752E-05</td>
</tr>
<tr>
<td>2</td>
<td>-2.48133E-05</td>
</tr>
<tr>
<td>3</td>
<td>-3.75925E-05</td>
</tr>
<tr>
<td>4</td>
<td>-5.33876E-05</td>
</tr>
<tr>
<td>5</td>
<td>-7.18915E-05</td>
</tr>
<tr>
<td>6</td>
<td>-9.23109E-05</td>
</tr>
<tr>
<td>7</td>
<td>-0.000113329</td>
</tr>
<tr>
<td>8</td>
<td>-0.000133018</td>
</tr>
<tr>
<td>9</td>
<td>-0.000148802</td>
</tr>
<tr>
<td>10</td>
<td>-0.000157442</td>
</tr>
<tr>
<td>11</td>
<td>-0.000155078</td>
</tr>
<tr>
<td>12</td>
<td>-0.000137334</td>
</tr>
<tr>
<td>13</td>
<td>-9.94761E-05</td>
</tr>
<tr>
<td>14</td>
<td>-3.66224E-05</td>
</tr>
<tr>
<td>15</td>
<td>-5.59829E-05</td>
</tr>
<tr>
<td>16</td>
<td>-0.000182649</td>
</tr>
<tr>
<td>17</td>
<td>-0.000346882</td>
</tr>
<tr>
<td>18</td>
<td>-0.000551021</td>
</tr>
<tr>
<td>19</td>
<td>-0.000795879</td>
</tr>
<tr>
<td>20</td>
<td>-0.001080424</td>
</tr>
<tr>
<td>21</td>
<td>-0.001401494</td>
</tr>
<tr>
<td>22</td>
<td>-0.001753655</td>
</tr>
<tr>
<td>23</td>
<td>-0.002129201</td>
</tr>
<tr>
<td>24</td>
<td>-0.00251774</td>
</tr>
<tr>
<td>25</td>
<td>-0.002907405</td>
</tr>
<tr>
<td>26</td>
<td>-0.003284214</td>
</tr>
<tr>
<td>27</td>
<td>-0.003633083</td>
</tr>
<tr>
<td>28</td>
<td>-0.003938362</td>
</tr>
<tr>
<td>29</td>
<td>-0.004184596</td>
</tr>
<tr>
<td>30</td>
<td>-0.004357341</td>
</tr>
<tr>
<td>31</td>
<td>-0.004444025</td>
</tr>
<tr>
<td>32</td>
<td>-0.004434777</td>
</tr>
<tr>
<td>33</td>
<td>-0.004323182</td>
</tr>
<tr>
<td>34</td>
<td>-0.004106925</td>
</tr>
<tr>
<td>35</td>
<td>-0.003788239</td>
</tr>
<tr>
<td>36</td>
<td>-0.003374144</td>
</tr>
<tr>
<td>37</td>
<td>-0.002876422</td>
</tr>
<tr>
<td>38</td>
<td>-0.002311132</td>
</tr>
<tr>
<td>39</td>
<td>-0.001699009</td>
</tr>
<tr>
<td>40</td>
<td>-0.001062694</td>
</tr>
<tr>
<td>41</td>
<td>-0.000427609</td>
</tr>
<tr>
<td>42</td>
<td>-0.000180249</td>
</tr>
<tr>
<td>43</td>
<td>-0.000735468</td>
</tr>
<tr>
<td>44</td>
<td>-0.00121462</td>
</tr>
<tr>
<td>45</td>
<td>-0.0015976</td>
</tr>
<tr>
<td>46</td>
<td>-0.001868843</td>
</tr>
<tr>
<td>47</td>
<td>-0.002018327</td>
</tr>
</tbody>
</table>

Figure 18. Listing of Anti-aliasing Filter Coefficients (for \( N = 570 \) and \( K = 10 \)).
\[
\begin{align*}
F(239) &= 0.004049273 \\
F(237) &= 0.006082152 \\
F(236) &= 0.006321349 \\
F(234) &= 0.005262115 \\
F(232) &= 0.002635803 \\
F(230) &= -0.000617668 \\
F(227) &= -0.004373324 \\
F(225) &= -0.005070423 \\
F(224) &= -0.004784619 \\
F(222) &= -0.003133118 \\
F(221) &= -0.001927178 \\
F(220) &= -0.000604618 \\
F(216) &= 0.003711427 \\
F(215) &= 0.004126182 \\
F(214) &= 0.004188198 \\
F(210) &= 0.001431725 \\
F(209) &= 0.000319836 \\
F(208) &= -0.000784476 \\
F(206) &= -0.002619723 \\
F(205) &= -0.003208334 \\
F(204) &= -0.003515494 \\
F(203) &= -0.003542436 \\
F(202) &= -0.000351549 \\
F(201) &= -0.003208334 \\
F(200) &= -0.000307246 \\
F(199) &= -0.003903767 \\
F(198) &= -0.003903767 \\
F(197) &= -0.003903767 \\
F(196) &= -0.003903767 \\
F(195) &= -0.003903767 \\
F(194) &= -0.003903767 \\
F(193) &= -0.003903767 \\
F(192) &= -0.003903767 \\
F(191) &= -0.003903767 \\
F(190) &= -0.003903767 \\
F(189) &= -0.003903767 \\
F(188) &= -0.003903767 \\
F(187) &= -0.003903767 \\
F(186) &= -0.003903767 \\
F(185) &= -0.003903767 \\
F(184) &= -0.003903767 \\
F(183) &= -0.003903767 \\
F(182) &= -0.003903767 \\
F(181) &= -0.003903767 \\
F(180) &= -0.003903767 \\
F(179) &= -0.003903767 \\
F(178) &= -0.003903767 \\
F(177) &= -0.003903767 \\
F(176) &= -0.003903767 \\
F(175) &= -0.003903767 \\
F(174) &= -0.003903767 \\
F(173) &= -0.003903767 \\
F(172) &= -0.003903767 \\
F(171) &= -0.003903767 \\
F(170) &= -0.003903767 \\
F(169) &= -0.003903767 \\
F(168) &= -0.003903767 \\
F(167) &= -0.003903767 \\
F(166) &= -0.003903767 \\
F(165) &= -0.003903767 \\
F(164) &= -0.003903767 \\
F(163) &= -0.003903767 \\
F(162) &= -0.003903767 \\
F(161) &= -0.003903767 \\
F(160) &= -0.003903767 \\
F(159) &= -0.003903767 \\
F(158) &= -0.003903767 \\
F(157) &= -0.003903767 \\
F(156) &= -0.003903767 \\
F(155) &= -0.003903767 \\
F(154) &= -0.003903767 \\
F(153) &= -0.003903767 \\
F(152) &= -0.003903767 \\
F(151) &= -0.003903767 \\
F(150) &= -0.003903767 \\
F(149) &= -0.003903767 \\
F(148) &= -0.003903767 \\
F(147) &= -0.003903767 \\
F(146) &= -0.003903767 \\
F(145) &= -0.003903767 \\
F(144) &= -0.003903767 \\
F(143) &= -0.003903767 \\
F(142) &= -0.003903767 \\
F(141) &= -0.003903767 \\
F(140) &= -0.003903767 \\
F(139) &= -0.003903767 \\
F(138) &= -0.003903767 \\
F(137) &= -0.003903767 \\
F(136) &= -0.003903767 \\
F(135) &= -0.003903767 \\
F(134) &= -0.003903767 \\
F(133) &= -0.003903767 \\
F(132) &= -0.003903767 \\
F(131) &= -0.003903767 \\
F(130) &= -0.003903767 \\
F(129) &= -0.003903767 \\
F(128) &= -0.003903767 \\
F(127) &= -0.003903767 \\
F(126) &= -0.003903767 \\
F(125) &= -0.003903767 \\
F(124) &= -0.003903767 \\
F(123) &= -0.003903767 \\
F(122) &= -0.003903767 \\
F(121) &= -0.003903767 \\
F(120) &= -0.003903767 \\
F(119) &= -0.003903767 \\
F(118) &= -0.003903767 \\
F(117) &= -0.003903767 \\
F(116) &= -0.003903767 \\
F(115) &= -0.003903767 \\
F(114) &= -0.003903767 \\
F(113) &= -0.003903767 \\
F(112) &= -0.003903767 \\
F(111) &= -0.003903767 \\
F(110) &= -0.003903767 \\
F(109) &= -0.003903767 \\
F(108) &= -0.003903767 \\
F(107) &= -0.003903767 \\
F(106) &= -0.003903767 \\
F(105) &= -0.003903767 \\
F(104) &= -0.003903767 \\
F(103) &= -0.003903767 \\
F(102) &= -0.003903767 \\
F(101) &= -0.003903767 \\
F(100) &= -0.003903767 \\
F(99) &= -0.003903767 \\
F(98) &= -0.003903767 \\
F(97) &= -0.003903767 \\
F(96) &= -0.003903767 \\
F(95) &= -0.003903767 \\
F(94) &= -0.003903767 \\
F(93) &= -0.003903767 \\
\end{align*}
\]

Figure 18. (continued).

43
<table>
<thead>
<tr>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>F(384) = -0.001543587</td>
<td>F(382) = -0.001550598</td>
</tr>
<tr>
<td>F(385) = -0.002109012</td>
<td>F(383) = -0.001316119</td>
</tr>
<tr>
<td>F(386) = -0.002486511</td>
<td>F(384) = -0.00097888</td>
</tr>
<tr>
<td>F(387) = -0.00264973</td>
<td>F(385) = -0.000565429</td>
</tr>
<tr>
<td>F(388) = -0.002590561</td>
<td>F(386) = -0.000113849</td>
</tr>
<tr>
<td>F(389) = -0.002319352</td>
<td>F(387) = 0.00339207</td>
</tr>
<tr>
<td>F(390) = -0.0018636</td>
<td>F(388) = 0.008756627</td>
</tr>
<tr>
<td>F(391) = -0.001265281</td>
<td>F(389) = 0.001104852</td>
</tr>
<tr>
<td>F(392) = -0.000577052</td>
<td>F(390) = 0.003356546</td>
</tr>
<tr>
<td>F(393) = 0.000142324</td>
<td>F(391) = 0.001492708</td>
</tr>
<tr>
<td>F(394) = 0.000832934</td>
<td>F(392) = 0.003504078</td>
</tr>
<tr>
<td>F(395) = 0.001438661</td>
<td>F(393) = 0.001391717</td>
</tr>
<tr>
<td>F(396) = 0.00191688</td>
<td>F(394) = 0.001166747</td>
</tr>
<tr>
<td>F(397) = 0.002216221</td>
<td>F(395) = 0.000849283</td>
</tr>
<tr>
<td>F(398) = 0.002331136</td>
<td>F(396) = 0.000466647</td>
</tr>
<tr>
<td>F(399) = 0.002251373</td>
<td>F(397) = 5.10378E-05</td>
</tr>
<tr>
<td>F(400) = 0.001987969</td>
<td>F(398) = 0.000363162</td>
</tr>
<tr>
<td>F(401) = 0.001566783</td>
<td>F(399) = 0.000742022</td>
</tr>
<tr>
<td>F(402) = 0.001026035</td>
<td>F(400) = 0.001055669</td>
</tr>
<tr>
<td>F(403) = 0.000412893</td>
<td>F(401) = 0.001278999</td>
</tr>
<tr>
<td>F(404) = -0.000220603</td>
<td>F(402) = -0.001395163</td>
</tr>
<tr>
<td>F(405) = -0.000821998</td>
<td>F(403) = -0.001396146</td>
</tr>
<tr>
<td>F(406) = -0.0001342298</td>
<td>F(404) = -0.001283346</td>
</tr>
<tr>
<td>F(407) = -0.001740767</td>
<td>F(405) = -0.001067351</td>
</tr>
<tr>
<td>F(408) = -0.001987226</td>
<td>F(406) = -0.000766952</td>
</tr>
<tr>
<td>F(409) = -0.002064715</td>
<td>F(407) = -0.000407517</td>
</tr>
<tr>
<td>F(410) = -0.001970515</td>
<td>F(408) = -1.88572E-05</td>
</tr>
<tr>
<td>F(411) = -0.001716051</td>
<td>F(409) = 0.000367229</td>
</tr>
<tr>
<td>F(412) = -0.00132565</td>
<td>F(410) = 0.000715933</td>
</tr>
<tr>
<td>F(413) = -0.000832473</td>
<td>F(411) = 0.001009934</td>
</tr>
<tr>
<td>F(414) = -0.00028442</td>
<td>F(412) = 0.001215613</td>
</tr>
<tr>
<td>F(415) = 0.000277751</td>
<td>F(413) = 0.001320806</td>
</tr>
<tr>
<td>F(416) = 0.00085102</td>
<td>F(414) = 0.003137985</td>
</tr>
<tr>
<td>F(417) = 0.00155721</td>
<td>F(415) = 0.001208359</td>
</tr>
<tr>
<td>F(418) = 0.001593929</td>
<td>F(416) = 0.000101672</td>
</tr>
<tr>
<td>F(419) = 0.001794228</td>
<td>F(417) = 0.000715333</td>
</tr>
<tr>
<td>F(420) = 0.001842947</td>
<td>F(418) = 0.000372948</td>
</tr>
<tr>
<td>F(421) = 0.001739112</td>
<td>F(419) = 2.38063E-06</td>
</tr>
<tr>
<td>F(422) = 0.001494268</td>
<td>F(420) = -0.000366054</td>
</tr>
<tr>
<td>F(423) = 0.001131282</td>
<td>F(421) = -0.000704219</td>
</tr>
<tr>
<td>F(424) = 0.000682242</td>
<td>F(422) = -0.000983982</td>
</tr>
<tr>
<td>F(425) = 0.00018565</td>
<td>F(423) = -0.00119838</td>
</tr>
<tr>
<td>F(426) = -0.000316853</td>
<td>F(424) = -0.001288156</td>
</tr>
<tr>
<td>F(427) = -0.000783949</td>
<td>F(425) = -0.001289171</td>
</tr>
<tr>
<td>F(428) = -0.001178018</td>
<td>F(426) = -0.001187154</td>
</tr>
<tr>
<td>F(429) = -0.001468312</td>
<td>F(427) = -0.000990513</td>
</tr>
<tr>
<td>F(430) = -0.001632456</td>
<td>F(428) = -0.000715033</td>
</tr>
<tr>
<td>F(431) = -0.001659856</td>
<td>F(429) = -0.00038259</td>
</tr>
</tbody>
</table>

Figure 18. (continued).
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